1. Introduction
   1. Why explainability is important?
   2. What different methods are available?
   3. What are influence functions and how are they different from other methods being explored in deep learning
   4. State-of-the-art in influence function work in deep learning?
   5. What is missing in the state-of-the-art work?
   6. How “your” method addresses the challenges.
   7. A summary of “what is coming in the paper”.
2. Methods/Approach
   1. Introduce and formulate the problem (mathematically)
   2. Explain your contribution (mathematically) as compared to the state-of-the-art (SOTA)
   3. Give your algorithms
   4. Explain Datasets/experiments
      1. Gaussian dataset
      2. Iris dataset
      3. MNIST
      4. CIFAR-10/100
      5. Any other dataset that you think is important to establish that your algorithm is addressing the problem at hand in a way that is way better than the SOTA
   5. Statistical analysis
3. Results
   1. Give results of each dataset/experiment (Tables/Figures/charts)
   2. Give statistical analyses
4. Discussion
   1. Why you are getting the results that you are getting?
   2. What are the weaknesses of your analysis/formulation?
   3. What are the possible future extensions to your work?
5. Conclude